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1. If 4,2,-3), (2,-1a), (0,2a+1, —8) are linearly dependent, then the integer value of a is
. (10%) (1). rank(A) = . (2%), nullity of A = . (2%)
3 -2 -5 (2).1s B one-to-one? .(3%) Is B onto? . (3%)
2. Let A=| 4 -1 -5|.
-2 -1 -3 6. (1).Let A®>=0.All the eigenvalues of A are . (3%)
(1). The characteristic polynomial of A is . (3%) (2). Let A be an orthogonal matrix. Determine |A| = . (3%)
(2). The eigenvalues of A are . (2%) (3). If 0 isan eigenvalue of A, determine whether A is singular or nonsingular?
(4%)
3). The eigenvectors of A are . (49 sx % & %
(3) g (4%) S ERPIE (40% FHRPEE PRI EERBLERE )
(4).1s A diagonalizable? L (19%) 1. Let A be a real nxn matrix. Show that if 1 is an eigenvalue of A, then A*—1_ is not
invertible, where 1 isthe identity matrix and k is a positive integer. (10%)
5 -6 -6 2. Consider the bases A={(2,4), (3, 1)} and B={( 1), (1 —1)}. Suppose that T :R*> — R* is
3. Let A=|-1 4 2 1 -1
3 _6 —4 a linear transformation such that the matrix of T with respectto A is L 3] find the matrix
of T withrespectto B. (10%)
(1). The minimal polynomial of A is. . (5%) 3. Let S={u,v} be a linearly independent set. Prove that the set {u+v, u—v}is linearly
independent. (10%)
(2). A*—4A"+TA*—9A" +6A- 1, = - (5%) 4. Let V be the vector space of functions which has {sin@, cosé} as a basis, and let D be the
differential operator on V .
1 3
4. (1). Let B :[5 3} and f(x)=2x>—4x+3. The linearly independent eigenvectors of B are (1). Determine the matrix A of D. (5%)

L (4%) f(B)= . (3%) (2). Show that D isazeroof f(t)=t?+1.(5%)



