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2 ~ Indicate whether each of the following statements about the simple regression model,
Y, =B+ B,X, +¢, istrueorfase. If fase, explanwhy. (8% )

(@) If the sample means of X and Y are zero, then the estimated Y-intercept is zero.
(b) The dlope of the simple regression model indicates how the actual value of Y

- Y 5 - JREN=3,p=13 z = 7 » fi= (binominal distribution) 2z_ %% % # (random
variable) - (25% )
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(b) ;f:]l‘”g* E(Y_) L _ _ changes as X changes.

() 5 41 Y 2 £+ Jidge (Moment-Generating Function) - (c) Theresiduals from aleast squares regression are all zeros.

(d) Ze[Y,Y+]], % - =% & e (uniformdistribution) » #& E(Z|Y) - (d) If the sample covariance between X and Y is zero, then the slope of the least

(e *& EZ) - sguares regression lineis zero.

S ExEY AR %A Sk (jointpdf.) 4o 1 (25%) 7 ~ Professor E. Z. Stuff has decided that the least squares estimator is too much
¢ B 2x, 0<x<1 0<y<1 trouble. Noting that two points determine aline, Dr. Stuff chooses two points
(X y) = 0, otherwise fromasample of size T and draw aline between them. The slope of thisline he

@ i f(y) . called the EZ-estimator of B, inthe simple regression model. Algebraicaly, if the two

(b) Pé EXEYih o points are (X, y1) and (X, ¥»), the EZ-estimation ruleis. bg, = L)B(/l
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(0) &y PX<Y)o
(d) FU=X+Y , zzgE fU),
(&) 45 EW -

Assuming that all the assumptions of the simple regression model hold:  (21%)
(@) Show that b., isa “linear” estimator.

(b) Show that bz, isan “unbiased” estimator.
= ~ Suppose that in asimple linear regression model, Y, = g, + B,X, +¢, , we know that the (c) Find the variance of by, .

intercept B, isequal to zero, thatis, B, =0. (21%)
(a) Algebraically, what does the sum of squares function become?

(b) Find aformulafor estimating B by using the least squares principle. This
requires the use of calculus.

(c) Repeat this exercise assuming that P, =0, but that Py IS not zero.



